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1 Introduction

The main objective of this paper is to give a refinement of a theorem of Diaconis-
Evans-Graham [4] on successions and fixed points of permutations.

Let Sn be the set of permutations on [n] = {1, 2, . . . , n}. For a permutation σ =

σ1 · · · σn ∈ Sn, an index 1 ≤ i ≤ n− 1 is called a succession if σi + 1 = σi+1, whereas
an index 1 ≤ i ≤ n is called a fixed point if σi = i. Let Suc(σ) be the set of successions
of σ, that is

Suc(σ) = {1 ≤ i ≤ n− 1 | σi + 1 = σi+1}

and let Fix(σ) denote the set of fixed points of σ distinct from n. To wit,

Fix(σ) = {1 ≤ i ≤ n− 1 |σi = i}.

It should be noted that the index n is excluded in the definition of Fix(σ).

Given a subset I ⊆ [n − 1], let Sucn(I) be the set of permutations σ of [n] such that
Suc(σ) = I and let Fixn(I) be the set of permutations σ ∈ Sn such that Fix(σ) = I .

Diaconis, Evans and Graham [4] discovered the following beautiful result.

Theorem 1.1. (Diaconis-Evans-Graham) Let n ≥ 1 and I ⊆ [n − 1]. Then there is a
bijection between Sucn(I) and Fixn(I).
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It is worth mentioning that Chen [2] provided a bijective proof of the Diaconis-Evans-
Graham theorem for the case I = ∅ via the first fundamental transformation. Brenti and
Marietti [1] extended this result within the context of colored permutations in the complex
reflection groups G(r, p, n) where r, p, n are positive integers with p dividing n. Recently,
Chen and Fu [3] established a left succession analogue of the Diaconis-Evans-Graham
theorem, exemplifying the idea of a grammar assisted bijection. Additionally, Ma, Qi,
Yeh and Yeh [5] utilized the grammatical labeling technique to demonstrate that two triple
set-valued statistics of permutations are quidistributed on symmetric groups. This implies
that the number of permutations in Sn with the given set I of fixed points distinct from 1

equals to the number of permutations in Sn having I as a set of σi+1 such that σi + 1 =

σi+1 for 1 ≤ i ≤ n− 1.

Inspired by a recent work of Chen and Fu [3], we discover a refinement of the Diaconis-
Evans-Graham theorem involving two variations of successions, that is, non-adjacent suc-
cessions and predecessors. Recall that Diaconis, Evans, and Graham refer to a succession
of σ = σ1 · · ·σn as an unseparated pair (k, k + 1) of σ provided that σk + 1 = σk+1.
This terminology and the motivation for studying this concept stem from regarding a per-
mutation as the outcome of shuffling a deck of n cards. The succession has also been
extensively studied in the literature, see, e.g., [1, 3, 5–9] , and the references cited there.

Definition 1.2 (Non-adjacent succession). Given a permutation σ = σ1 · · ·σn ∈ Sn, an
index i (1 ≤ i ≤ n− 2) is called a non-adjacent succession of σ if there exists an integer
i+ 2 ≤ j ≤ n such that σj = σi + 1. The set of non-adjacent successions of σ is denoted
by najSuc(σ).

Definition 1.3 (Predecessor). Given a permutation σ = σ1 · · ·σn ∈ Sn, an index i (2 ≤
i ≤ n) is called a predecessor of σ if there exists an integer 1 ≤ j < i such that σj =

σi + 1. The set of predecessors of σ is denoted by Pred(σ).

For the permutation σ = 41 2 6 7 5 3, we see that

Suc(σ) = {2, 4}, najSuc(σ) = {1, 3}, and Pred(σ) = {6, 7}.

To state our refinement, we also need to recall an excedance and a drop of a permuta-
tion. For a permutation σ ∈ Sn, an index 1 ≤ i ≤ n is called an excedance if σi > i and
an index 1 ≤ i ≤ n is called a drop if σi < i. Define

Drop(σ) = {σi | 1 ≤ i ≤ n− 1, σi < i},

Exc(σ) = {σi | 1 ≤ i ≤ n− 1, σi > i}.
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It should be noted that the index n is excluded in the definition of Drop(σ) and the set
Exc(σ). We have the following result.

Theorem 1.4. For n ≥ 1, there is a bijection φ between Sn and Sn such that for σ ∈ Sn

and τ = φ(σ), we have

Fix(σ) = Suc(τ), Drop(σ) = najSuc(τ) and Exc(σ) = Pred(τ). (1.1)

Proof. Given a permutation σ = σ1σ2 · · ·σn ∈ Sn, we define τ = φ(σ) via three steps:

Step 1. Define σ = σ1σ2 · · ·σn, where for 1 ≤ i ≤ n,

σi = n+ 1− σn−i+1.

Step 2. Let σ̂ = σ̂1σ̂2 · · · σ̂n, where σ̂i = σi+1, for 1 ≤ i ≤ n − 1 and σ̂n = σ1. Then
we write σ̂ in cycle form (a1, a2, . . . , ar)(b1, b2, . . . , bs) · · · (c1, c2, . . . , ct), where

• the first cycle is the cycle including n, where n is placed as the last element in this
cycle;

• other cycles are written with its smallest element first and the cycles are written in
decreasing order of their smallest element.

Define τ to be the permutation obtained from σ̂ by writing it in the above cycle form
and erasing the parentheses. It can be easily verified that σ̂ can be uniquely reconstructed
from τ . To achieve this, we begin by inserting the first left parenthesis before τ 1 and the
first right parenthesis after n. Then, we insert a left parenthesis before each left-to-right
minimum occurring after n in τ . Finally, we place a right parenthesis preceding each
internal left parenthesis and at the end to obtain σ̂.

Step 3. Take the inversion of τ , denoted by τ−1 = τ−1
1 · · · τ−1

n . Define

τ = φ(σ) = τ1 · · · τn, where τi = n+ 1− τ−1
n−i+1 for 1 ≤ i ≤ n.

We proceed to demonstrate that σ and τ = φ(σ) satisfy the relations (1.1).

Let
k ∈ Fix(σ), σr ∈ Drop(σ), and σs ∈ Exc(σ).

By definition, we see that σk = k, σr < r and σs > s. Moreover, k, r, s 6= n.

Set K = n+ 1− k, R = n+ 1− r and S = n+ 1− s. Since k, r, s 6= n, we see that
K,R, S 6= 1.
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From the construction of the first step of the bijection φ, we see that

σK = K, σR = n+ 1− σr > R, and σS = n+ 1− σs < S.

Moreover, according to the construction of the second step of the bijection φ, we have

σ̂K−1 = σK = K, σ̂R−1 = σR > R, and σ̂S−1 = σS < S. (1.2)

If we write the cycle decomposition of σ̂ in the cycle representation described above, then
there will be a cycle of the form (. . . , K − 1, K, . . .). After the parentheses are removed
to form τ , we will have τ j = K − 1 and τ j+1 = K for some 1 ≤ j ≤ n − 1. Hence
τ−1
K−1 = j, τ−1

K = j + 1, and so

τk = n+ 1− τ−1
n+1−k = n− j and τk+1 = n+ 1− τ−1

n−k = n+ 1− j.

It follows that k ∈ Suc(τ).

We proceed to show that σr ∈ najSuc(τ). Similarly, under the assumption of the cycle
form, there will be a cycle of the form (. . . , R−1, σR, . . .) in the cycle representation of σ̂.
After the parentheses are removed to form τ , we will have τ i = R−1 and τ i+1 = σR > R

for some 1 ≤ i ≤ n− 1. Hence τ−1
R−1 = i, τ−1

σR
= i+ 1, and so

τr+1 = n+ 1− τ−1
R−1 = n+ 1− i and τn+1−σR

= n+ 1− τ−1
σR

= n− i.

Since n+ 1− σR = σr < r, we derive that σr ∈ najSuc(τ).

It remains to show that σs ∈ Pred(τ). By (1.2), we see that σ̂S−1 ≤ S−1. If we express
the cycle decomposition of σ̂ using the cycle representation described above, then there
will be two situations: a cycle of the form (. . . , S − 1, σ̂S−1, . . .) or a cycle of the form
(σ̂S−1, . . . , S − 1) occurs in the cycle decomposition of σ̂. In particular, if σ̂S−1 = S − 1,
then there will be a 1-cycle (σ̂S−1). This case can be regarded as a special case of the
situation where (σ̂S−1, . . . , S − 1) occurs.

(a) If a cycle of the form (. . . , S−1, σ̂S−1, . . .) occurs in the cycle decomposition of σ̂,
then σS = σ̂S−1 ≤ S − 2, and so σs ≥ s+ 2. After the parentheses are removed to obtain
τ , we will have τ t = S − 1 and τ t+1 = σ̂S−1 = σS ≤ S − 2 for some 1 ≤ t ≤ n − 1.
Hence τ−1

S−1 = t, τ−1
σS

= t+ 1, and so

τs+1 = n+ 1− τ−1
S−1 = n+ 1− t and τn+1−σS

= n+ 1− τ−1
σS

= n− t.

Since n+ 1− σS = σs > s+ 2, we derive that σs ∈ Pred(τ).
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(b) If a cycle of the form (σ̂S−1, . . . , S − 1) occurs in the cycle decomposition of σ̂,
then the element n is not in this cycle according to the cycle form described above, and so
(σ̂S−1, . . . , S − 1) lies after the first cycle including n. Erase the parentheses to get τ . We
will have τ t+1 = σ̂S−1 = σS for some 1 ≤ t ≤ n− 1. Since the cycles except for the first
cycle are written with its smallest element first and the cycles are written in decreasing
order of their smallest element, we deduce that τ t > τ t+1 = σS . Assume that τ t = T .
Hence τ−1

T = t, τ−1
σS

= t+ 1, and so

τn+1−T = n+ 1− τ−1
T = n+ 1− t and τn+1−σS

= n+ 1− τ−1
σS

= n− t.

Since σs = n+ 1− σS > n+ 1− T , we derive that σs ∈ Pred(τ).

It is straightforward to verify that this process is reversible, and the reversed process
also satisfies the relations (1.1). Thus, we complete the proof of the theorem.

Remark. Below is an example of the construction of φ(σ) from the same permutation
σ = 72 6 4 1 3 5 given by Diaconis, Evans and Graham in [4, Remark 4.2].

Step 1. We first set σ = 35 7 4 2 6 1.

Step 2. We then define σ̂ = 57 4 2 6 1 3 and we adopt the following cycle form of σ̂:
(3 4 2 7)(1 5 6). Thus, τ = 34 2 7 1 5 6.

Step 3. Take the inversion of τ , denoted by τ−1 = 53 1 2 6 7 4. Let

τ = φ(σ) = 4 1 2 6 7 5 3,

which differs from ρ̂(σ) = 7 1 2 5 6 4 3 as obtained by Diaconis, Evans and Graham [4]
through their bijection.

It is apparent that

Fix(σ) = Suc(τ) = {2, 4}, Drop(σ) = najSuc(τ) = {1, 3}, Exc(σ) = Pred(τ) = {6, 7}.
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